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2 Rainer Spurzem et al.

1.1 Introduction

Multi-scale physical and astrophysical simulations on meany-core accelerator
hardware (GPU), used for practical research in our fieldspaesented. We select
here as examples those of our algorithms which already sedldor parallel clus-
ters using many GPU, right into the Petaflops scale, withriatefor Exaflops.
These are particle based astrophysical many-body sironkatvith self-gravity, as
well as particle and mesh-based simulations on fluid flovmsnfastrophysics and
physics, partly also self-gravitating. Strong and softiagés shown, using some of
the fastest GPU clusters in China, but also on other hardwea@irces of cooper-
ating teams in Germany and USA, linked in the cooperatiofCaf$ (International
Center for Computational Science). In all applicationsteffective performance is
reached.

Theoretical numerical modelling has become a third pilfasotences in addition
to theory and experiment (in case of astrophysics the exyati is mostly substi-
tuted by observations). Numerical modelling allows one ampare theory with
experimental or observational data in unprecedentedl daal it also provides the-
oretical insight into physical processes at work in comigstems. Similarly, data
processing (e.g., of astrophysical observations) coraptise use of complex soft-
ware pipelines to bring raw data into a form digestible fos@ivational astronomers
and ready for exchange and publication; these are, e.ghematical transforma-
tions like Fourier analyses of time series or spatial stnag, complex template
analyses or huge matrix-vector operations. Here, fastsacmeand transmission
of data, too, require supercomputing capacities. Howedficient resolution of
multi-scale physical processes still poses a formidabédehge, such as in the ex-
amples of few-body correlations in large astrophysical yAaody systems, or in
the case of turbulence in physical and astrophysical flows.

We are undergoing a new revolution on parallel processdmigogies, and a
change in parallel programming paradigms, which may helpdeance current
software towards the Exaflops scale and help better regplial understanding
typical multi-scale problems. The current revolution irrgleel programming has
been mostly catalysed by the use of graphical processirtg (@PU’s) for gen-
eral purpose computing, but it is not clear whether this rethain the case in the
future. GPU’s have become widely used nowadays to acceleftatoad range of ap-
plications, including computational physics and astraits; image/video process-
ing, engineering simulations, quantum chemistry, justame a few (Egri et al.,
2007; Yasuda, 2007; Yang et al., 2007; Akeley et al., 2007uH2011). Graph-
ics processing unit are rapidly emerging as a powerful arstteffective platform
for high performance parallel computing. The GPU Technpl@gnference 2010
held by NVIDIA in San Jose in autumn 204@ave one snapshot of the breadth
and depth of present day GPU (super)computing applicat®esent GPU’s, such
as the NVIDIA Fermi C2050 Computing Processor, offer 44&pssor cores and
extremely fast on-chip-memory chip, as compared to onlych@s on a standard

1 http://www.nvidia.com/gtc



1 Accelerated Many-Core GPU computing on Three Continents

Intel or AMD CPU. Groups of cores have access to very fasesharemory pieces;
a single Fermi C2050 device supports double precision tipessfully with a peak
speed of 515 Gflops; in this paper we also present resultiebt&rom GPU clus-
ters with previous generations of GPU accelerators, whiske mo (Tesla C870) or
only very limited (Tesla C1060) double precision supporé Sfcumvented this by
emulation of a few critical double precision operationg(eNitadori and Makino,
2008). More details can be found in the Ph.D. thesis of ones@Keigo Nitadori),
“New approaches to high-performandebody simulations with high-order integra-
tor, new parallel algorithm, and efficient use of SIMD harde¥aUniv. of Tokyo,
20009.

Scientists are using GPU’s since more than five years alrEadycientific sim-
ulations, but only the invention of CUDA (Compute Unified De Architecture;
Akeley et al., 2007; Hwu, 2011) as a high-level programmargguage for GPU’s
made their computing power available to any student or reeeawith normal sci-
entific programming skills. CUDA is presently limited to GRldvices of NVIDIA,
but the open source language OpenCL will provide accessydyqe of many-
core accelerator through an abstract programming lang@eputational physics
and astrophysics has been a pioneer to use GPU'’s for higbrperfice general
purpose computing (see for example the early AstroGPU viaixsn Princeton
2007, through the information b&se\strophysicists had an early start in the field
through the GRAPE (Gravity Pipe) accelerator boards frgpaddrom 10 years ago
(Makino et al., 2003; Fukushige et al., 2005, and earliezrsices therein). Clus-
ters with accelerator hardware (GRAPE or GPU) have been fmsegravitating
many-body simulations to model the dynamics of galaxiesgaidctic nuclei with
supermassive black holes in galactic nuclei (Berczik et28l05, 2006; Berentzen
et al., 2009; Pasetto et al., 2011; Just et al., 2011) , thardigs of dense star clus-
ters (Belleman et al., 2008; Portegies Zwart et al., 200Tétda and litaka, 2007),
in gravitational lensing ray shooting problems (Thompsiad.e2010), in numerical
hydrodynamics with adaptive mesh refinement (Wang and A0€9; Wang et al.,
2010a; Schive et al., 2010) and magnetohydrodynamics (\Wbaly, 2009), or Fast
Fourier transformation (Cui et al., 2009). While it is relaty simple to obtain good
performance with one or few GPU relative to CPU, a new taxonohparallel algo-
rithms is needed for parallel clusters with many GPU’s (Baliset al., 2010). Only
“embarrassingly” parallel codes scale well even for largeher of GPU’s, while
in other cases like hydrodynamics or FFT on GPU the speed-sgmewhat limited
to 10-50 for the whole application, and this number needstoarefully checked
whether it compares the GPU performance with single or reoite CPUs. A care-
ful study of the algorithms and their data flow and data pagteis useful and has
led to significant improvements, for example for particledsh simulations using
smoothed particle hydrodynamics (Berczik et al., 2007;r&m et al., 2009) or
for FFT (Cui et al., 2009). Recently new GPU implementatioh§ast-Multipole
Methods (FMM) have been presented and compared with TreegO@fbkota and
Barba, 2010; Yokota et al., 2010). FMM codes have first beeagited by Green-

2 http://www.astrogpu.org



4 Rainer Spurzem et al.

gard and Rokhlin (1987). It is expected that on the path tosExi@ applications
further - possibly dramatic - changes in algorithms are ireglyi at present it is un-
clear whether the current paradigm of heterogeneous cangpuith a CPU and an
accelerator device like GPU will remain dominant.

While the use of many-core accelerators is strongly growmng farge number
of scientific and engineering fields, there are still only fvdes able to fully har-
vest the computational power of parallel supercomputetis many GPU devices,
as they have been recently became operational in partigalainot restricted to) in
China. In China GPU computing is blooming, the top and thpdtsn the list of
500 fastest supercomputers in the wérddle now occupied by Chinese GPU clus-
ters, and one of the GPU clusters used for results in thisrpgp@ rank number 28
(Mole-8.5 computer, see below and Wang et al. (2010b)). imdtticle we present
in some detail an astrophysiddtbody application for star clusters and galactic nu-
clei and star clusters, which is currently our mostly weditéel and also heavily
used application. Furthermore, somewhat less detailedyresent other applica-
tions scaling equally very well, such as an adaptive mesheawifent hydrodynamic
code, using (among other parts) an FFT and relaxation mettwosblve Poisson’s
equation, and give some overview on physical and processesting simulations.

1.2 Astrophysical application for star clusters and galadt nuclei

Dynamical modelling of dense star clusters with and withoassive black holes
poses extraordinary physical and numerical challengespbthem is that gravity
cannot be shielded such as electromagnetic forces in ptashwefore long-range
interactions go across the entire system and couple neaflinwith small scales;
high-order integration schemes and direct force compriatior large numbers of
particles have to be used to properly resolve all physicatgsses in the system.
On small scales inevitably correlations form already eaying the process of
star formation in a molecular cloud. Such systems are dycelipiextremely rich,
they exhibit a strong sensitivity to initial conditions aregjions of phase space with
deterministic chaos.

After merging of two galaxies in the course of cosmologi¢alcure formation
we start our simulations with two supermassive black hd&4EH) embedded in a
dense star cluster, separated by some 1000 pc (1 pc, 1 paloset,3.26 light years,
or 3.0857-10'8cm). This is a typical separation still accessible to astysjral ob-
servations (Komossa et al., 2003). Nearly every galaxy dwadha supermassive
black hole, and galaxies build up from small to large onesliireearchical manner
through mergers following close gravitational encountei@vever, the number of
binary black holes observed is relatively small, so thepaikhbe some mechanism,
by which they get close enough to each other to coalesce wmilission of grav-
itational wave emission. Direct numerical simulations @idtein’s field equations

3 http://www.top500.0rg



1 Accelerated Many-Core GPU computing on Three Continents 5

start usually at a black hole separation of order 10-50 Scisehild radii, which is,
for an example of a one million solar mass black hole (simdahe one in our own
galactic centre) about 18 pc. Therefore, in order to obtain a merger, about eight or-
ders of magnitude in separation need to be bridged. In oentenodels we follow
in one coherent diredd-body simulation how interactions with stars of a surround-
ing nuclear star cluster combined with the onset of relstiivieffects, lead to a black
hole coalescence in galactic nuclei after an astrophysgicaidest time of order 70
years (Berentzen et al., 2009; Preto et al., 2011). Correlipg to the multi-scale
nature of the problem in space we have a large range of tinkesstcebe covered ac-
curately and efficiently in the simulation. Orbital timessofpermassive black holes
in galactic nuclei after galactic mergers are of the ordeseferal million years;
in the interaction phase with single stars the orbital tirha gravitationally bound
supermassive binary black hole goes down to some 100 yetifsis aoment there
is a first chance to detect its gravitational wave emissioouitph their influence on
pulsar timing (Lee et al., 2011). Energy loss due to Newtornieractions with
field stars interplays with energy loss due to gravitatioaaliation emission; the
latter becomes dominant in the final phase (at smaller sepas® when the black
hole binary enters the waveband of the planned laser imtenieter space antenna
(LISA%), where one reaches 0.01 Hz orbital frequency. Similarlg giobular star
cluster time scales can vary between a million years (forrhit time in the cluster)
to hours (orbital time of the most compact binaries). Theiwreabdf gravity favours
such strong structuring properties, since there is no gldypeamical equilibrium.
Gravitationally bound subsystems (binaries) tend to emghanergy with the sur-
rounding stellar system in a way that increases their bmeéinergy, thus moving
further away from a global equilibrium state. This behavioan be understood in
terms of self-gravitating gas spheres undergoing gravatalecatastrophe (Lynden-
Bell and Wood, 1968), but it occurs in real star clusters ds@dles. Such kind of
stellar systems, sometimes called dense or gravothergikdrssystems, demands
special high accuracy integrators due to secular instghdéeterministic chaos and
strong multi-scale behaviour. Direct high-ordétbody integrators for this type of
astrophysical problems have been developed by Aarsetliqisesferences Aarseth
(1999b, 2003)). They employ fourth order time integratising a Hermite scheme,
hierarchically blocked individual particle time steps, A&hmad-Cohen neighbour
scheme, and regularisation of close few-body systems.

Direct N-Body Codes in astrophysical applications for galacticleiygalactic
dynamics and star cluster dynamics usually have a kernehiohndirect particle-
particle forces are evaluated. Gravity as a monopole foacmat be shielded on
large distances, so astrophysical structures develop degisity contrasts. High-
Density regions created by gravitational collapse cotexith low-density fields,
as is known from structure formation in the universe or thibulent structure of the
interstellar medium. A high-order time integrator in coati@en with individual, hi-
erarchically blocked time steps for particles in a difdehody simulation provides
the best compromise between accuracy, efficiency and sidgléldakino and Hut,

4 http://lisa.nasa.gov/
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1988; Aarseth, 1999b,a; Spurzem, 1999; Harfst et al., 200#h GPU hardware
up to a few million bodies could be reached for our models ¢Bi&ret al., 2005,
2006; Gualandris and Merritt, 2008). Note that while Greedgnd Rokhlin (1987)
already mention that their algorithm can be used to compuatétgtional forces be-
tween particles to high accuracy, Makino and Hut (1988) fivat the self-adaptive
hierarchical time-step structure inherited from Aarsetiddes improves the perfor-
mance for spatially structured systemsdy./") - it means that at least for astro-
physical applications with high density contrast FMM is aggriori more efficient
than direciN-body (which sometimes is called “brute force”, but thatddanly be
used if a shared time step is used, which is not the case irodi@sg. One could ex-
plain this result by comparing the efficient spatial decositan of forces (in FMM,
using a simple shared time step) with the equally efficiemiperal decomposition
(in directN-body, using a simple spatial force calculation).

On the other hand, cosmologiddtbody simulations use thousand times more
particles (billions, order 1), at the price of allowing less accuracy for the grav-
itational force evaluations, either through the use of aan@ical decomposition
of particle forces in time (so-called neighbour scheme spédémad and Cohen,
1973; Makino and Aarseth, 1992; Aarseth, 2003), or in spaee Codes, Barnes
and Hut, 1986; Makino, 2004; Springel, 2005). Another pafigy is the use of fast-
multipole algorithms (Greengard and Rokhlin, 1987; Dehr&f®0, 2002; Yokota
and Barba, 2010; Yokota et al., 2010) or particle-mesh sels€iipM, Hockney and
Eastwood, 1988; Fellhauer et al., 2000) which use FFT far B@isson solver. PM
schemes are the fastest for large systems, but their resoiatlimited to the grid
cell size. Adaptive codes use direct particle-particleésrfor close interactions be-
low grid resolution (AP3M, Couchman et al., 1995; Pearce @adchman, 1997).
But for astrophysical systems with high density contrase todes are more effi-
cient. Recent codes for massively parallel supercompuitert® provide adaptive
schemes using both tree and PM, such as the well-known GAD&TTtreePM
codes (Xu, 1995; Springel, 2005; Yoshikawa and Fukushig@52Ishiyama et al.,
20009).

1.3 Hardware

We present results obtained from GPU clusters using NVID&#8ld C1060 cards in
Beijing, China (Laohu cluster with 85 Dual Intel Xeon nodes avith 170 GPU's);
NVIDIA Fermi C2050 cards also in Beijing, China (Mole-8.%uster with 372 dual
Xeon nodes, most of which have 6 GPU's, delivering in totaD@Germi Tesla
C2050 GPU's); in Heidelberg, Germany using NVIDIA Tesla O&fre-Fermi sin-
gle precision only generation) cards (Kolob cluster withRutal Intel Xeon nodes
and with 40 GPU's.); and Berkeley at NERSC/LBNL using agdia NVIDIA
Fermi Tesla C2050 cards (Dirac cluster with 40 GPU’s).

In Germany, at Heidelberg University, our teams have opdratmany-core ac-
celerated cluster using the GRAPE hardware for many yeaasfgHet al., 2007;
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Spurzem et al., 2004, 2007, 2008). We have in the meantimeteijfrom GRAPE
to GPU (and also partly FPGA) clusters (Spurzem et al., 22020, 2011), and
part of our team is now based at the National Astronomicale®lagories of China
(NAOC) of Chinese Academy of Sciences (CAS), in Beijing. NAG part of a
GPU cluster network covering ten institutions of CAS, aigiar high performance
scientific applications in a cross-disciplinary way. Thp tevel cluster in this net-
work is the recently installed Mole-8.5 cluster at Insttutf Process Engineering
(IPE) of CAS in Beijing (2 Pflops single precision peak), frarhich we also show
some preliminary benchmarks. The entire CAS GPU clustavarithas a total ca-
pacity of nearly 5 Pflops single precision peak. In China GBhiputing is bloom-
ing, the top and third spot in the list of 500 fastest supefmaters in the worlel
are now occupied by Chinese GPU clusters. The top systeneiGAS GPU clus-
ter network is currently number 28 (Mole-8.5 at IPE). Reskand Teaching in
CAS institutions is focused on broadening the computatisognce base to use
the clusters for supercomputing in basic and applied se&nc

il
1 i

il i I
1 I i

Fig. 1.1 Left: NAOC GPU cluster in Beijing; 85 nodes with 170 NVIDIA Tesla CD06PU’s,
170 Tflops hardware peak speed, installed 2&Right: Frontier Kolob cluster at ZITI Mannheim,
40 nodes with 40 NVIDIA Tesla C870 GPU accelerators, 17 Tflopdware peak speed; installed
2008.

1.4 Software

The test code which we use for benchmarking on our clusteasdisectN-body
simulation code for astrophysics, using a high order Herimiegration scheme and

5 http://www.top500.0rg



8 Rainer Spurzem et al.

individual block time steps (the code supports time integreof particle orbits with
4th, 6th, and 8th order schemes). The code is caliéeU, it has been developed
from our earlier published versiofsGRAPE (using GRAPE hardware instead of
GPU, Harfst et al., 2007). It is parallelised using MPI, andeach node using many
cores of the special hardware. The code was mainly develapedested by two of
us (Keigo Nitadori, Peter Berczik, see also Hamada anddifak07)) and is based
on an earlier version for GRAPE clusters (Harfst et al., 200%e code is written
in C++ and based on Nitadori and Makino (2008) earlier CPliakeode (yebisu).

The present version @fGPU code we used and tested only with the recent GNU
compilers (ver. 4.x). More details will be published in ancaming publication
(Berczik et al., 2011).

The MPI parallelisation was done in the same “j” particlegatisation mode as
in the earlier GRAPE code (Harfst et al., 2007). The particles are dividpchdy
between the working nodes and in each node we calculate lomlyactional forces
for the active “i" particles at the current time step. Duette hierarchical block time
step scheme the numbidy; of active particles (due for a new force computation at
a given time level) is usually small compared to the totatiplernumber, but its
actual value can vary from.1. N. The full forces from all the particles acting on the
active particles we get after using the global MBWM communication routines.

We use native GPU support and direct code access to the GRldmht CUDA.
Recently we use the latest CUDA 3.2 (but the code was develapé working also
with the “older” CUDA compilers and libraries). Multi GPU gport is achieved
through MPI parallelisation; each MPI process uses onlyglsiGPU, but we can
start two MPI processes per node (to use effectively for gtartine dual quad core
CPU'’s and the two GPU’s in the NAOC cluster) and in this casdt@4P| process
uses its own GPU inside the node. Communication always (frethe processes
inside one node) works via MPI. We do not use any of the passitVIP (multi-
thread) features of recent gcc 4.x compilers inside one.node

1.5 Results of benchmarks

The figures 1.2 and 1.3 show results of our benchmarks. Ireeaf Laohu we use
maximum 164 GPU cards (3 nodes i.e. 6 cards were down durentgtt period).
Here the largest performance was reached for 6 milliongastj with 51.2 Tflops in
total sustained speed for our application code, in an asysipal run of a Plummer
star cluster model, simulating one physical time unit (akome third of the orbital
time at the half-mass radius). Based on these results wéabe¢ get a sustained
speed for 1 NVIDIA Tesla C1060 GPU card of 360 Gflops (i.e. dlmme third of
the theoretical hardware peak speed of 1 Tflops). Equivgldnt the smaller and
older Kolob cluster with 40 NVIDIA Tesla C870 GPU's in Gernyawe obtain 6.5
Tflops (with 4 million particles). This is 160 Gflops per card.

On the new clusters Dirac and Mole-8.5 where we use the NVIB¢éAMi Tesla
C2050 cards we get the maximum performance of 550 Gflops perTlae absolute
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Phi-GPUS on "Dirac" with Tesla C2050 phi-GPUG on "Mole-8.5" with Tesla C2050
50 ; 500 —
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Fig. 1.2 Strong scaling for different problem sizdsft: Dirac Fermi Tesla C2050 GPU system
at NERSC/LBNL, almost 18 Teraflops reached for one million pksi on 40 GPU’s. Each line
corresponds to a different problem size (particle number)ckvis given in the key. Note that the
linear curve corresponds to ideal scalilRight: Same benchmark simulations, but for the Mole-
8.5 GPU cluster at IPE in Beijing, using up to 512 Fermi Tesla CZBBWQ’s, reaching a sustained
speed of 130 Teraflops (for two million particles). If one wousg@ll 2000 GPU's on the system a
sustained speed of more than 0.4 Petaflops is feasible. This issobfgmgoing present and future
work.

Phi-GPU6 on "Kolob" with Tesla C870 phi-GPU6 on "Laohu" with Tesla C1060
50 T 500 —
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Fig. 1.3 Left: Same benchmark simulations as in Fig. 1.2, but for the FrontitstiKduster with
Tesla C870 GPUr's at University of Heidelberg, 6.5 Tflops reddoe four million particles on 40
GPU's.Right: NAOC GPU cluster in Beijing; speed in Teraflops reached as aifumof number
of processes, each process with one GPU; 51.2 Tflops sustainedesehed with 164 GPU's (3
nodes with 6 GPU'’s were down at the time of testing).
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record in the performance we achieve on Mole-8.5 clustemve run our test
simulation (even for relatively “low” particle number — twnoillion) on 512 nodes
and get over the 130 Tflops total performance. In principtégimer particle number
(in order of ten million) we see that the maximum performantéch we can get
on the whole cluster (02000 GPU's) is around 0.4 Pflops.

We have presented exemplary implementations of direcitgtang N-body sim-
ulations and adaptive mesh hydrodynamics code with selfiyr (Schive et al.,
2010) using large GPU clusters in China and elsewhere. Tembparallelisation
efficiency of our codes is very good. It is about 30% of the GRidkpspeed in
Fig. 1.2 for the embarrassingly parallel diré&toody code and still significant (or-
der 20-40 speedup for each GPU) for adaptive mesh hydrodgahsimulations.
The largemN-body simulations (several million particles) show neadgal strong
scaling (linear relation between speed and number of GRlgs)o our present
maximum number of nearly 170 GPU’s - no strong sign of a tuengiet due to
communication or other latencies. Therefore we are cuyréesting the code im-
plementation on much larger GPU clusters, such as the Mélef8PE/CAS.

;Rﬁilﬂﬁ*m

Mole-8.5

Fig. 1.4 Left: The Mole-8.5 Cluster at Institute of Process Engineering irjifgi It consists
of 372 nodes, most with 6 Fermi Tesla C2050 GPRght: Single node of Mole-8.5 system.
(Courtesy of IPE, photos by Xianfeng He)

The wall clock timeT needed for our particle based algorithm to advance the

simulation by a certain physical time (usually 1 crossingetiunits) integration
interval scales as:

T= Thost+ Tepu+ Teomm+ Tmpi (1-1)
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Data of the Mole-8.5 system
item quantity
Peak Performance Single Precision 2 Petaflops
Peak Performance Double Precision 1 Petaflops
Linpack Sustained Performance 207.3 Teraflops
Megaflops per Watt 431
Number of Nodes/Number of GPU’s (Typ&8)y'2/2000 (Fermi Tesla C2050)
Total Memory RAM 17.8 Terabytes
Total Memory VRAM 6.5 Terabytes
Total Harddisk 720 Terabytes
Management Communication H3C Gigabit Ethernet
Message Passing Communication Mellanox Infiniband Quad Data Rate
Occupied area 150 sg.m.
Weight 12.6 ton
Max Power 600 kW (computing)

200 kW (cooling)

Operating System CentOS 5.4, PBS
Monitor Ganglia, GPU monitoring
Languages C, C++, CUDA

Table 1.1 Properties of the Fermi GPU cluster at the Institute of ProceginEaring of Chinese
Academy of Sciences (IPE/CAS); this system is the largest GP&lerlin Beijing, the third Chi-
nese cluster, with rank 28 in the worldwide Top500 list (as of &unfeer 2010). It has been used
for some of ouN-body benchmarks, especially for the timing model, and by the physmula-
tions at IPE. Note that it has a relatively large number of GRid'r node, but our communication
performance was not significantly affected (see comparison wlitiisDirac cluster in Berkeley,
which has only one GPU per node).

where the components df are (from left to right) the computing time spent
on the host, on the GPU, the communication time to send ddteeba host and
GPU, and the communication time for MPI data exchange betwiee nodes. In
our present implementation all components are blockinghsee is no hiding of
communication. This will be improved in further code versipbut for now it eases
profiling.

In the case o GPU code (as in the other direct NBODY codes discussed below)
we use the blocked hierarchical individual timestep schét&S) and a Hermite
high order time integration scheme of at least 4th orderrftagration of the equa-
tion of motions for all particles (Makino and Aarseth, 1992) the case of HITS
in every individual timesteps we integrate the motion owlysparticles, a number
which is usually much less compared to the total number dfghasN. Its average
value(s) depends on the details of the algorithm and on the particiégaration in-
tegrated. According to a simple theoretical estimate {$)i$] N%/2 (Makino, 1991),
but the real value of the exponent deviates from 2/3, depgnati the initial model
and details of the time step choice (Makino and Hut, 1988).

We use a detailed timing model for the determination of thdl alack time
needed for different components of our code on CPU and GPlighvigthen fitted
to the measured timing data. Its full definition is given irblEal.2.
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Components in our timing model for direldtbody code

task expected scaling |timing variableg
active particle determination O'(slog(s)) Thost

all particle prediction O(N/Ngpu) Thost

“I” part. send. to GPU O (N/Ngpu) Teomm

“I" part. send. to GPU o(s) Teomm
force computation on GPU O (Ns/Ngpu) Tepu
receive the force from GPU 0(s) Teomm
MPI global communication  [&((Tiat+ S) log(Ngpu)) Tvpl
correction/advancing “i” particle 0(s) Thost

Table 1.2 Breaking down the computational tasks in a parallel diNettody code with individual
hierarchical block time steps; at every block time step level weoties < N particles, which
should be advanced by the high order corrector as active qdfiticles, while the field particles,
which exert forces on the “i” particles to be computed are teth@s “j” particles. Note that
the number of “j” particles in our present code is alwaygfull particle number), but in more
advanced codes like NBODY®6 discussed below the Ahmad-Cohehbmig scheme uses for the
more frequent neighbour force calculation a much smaller numgt particles. We also have
timing components for low-order prediction of all “j” partesd and distinguish communication of
data from host to GPU and return, and through the MPI message passimgrk.

In practice we see that only three terms play any relevaettmlunderstand the
strong and weak scaling behaviour of our code, these areotite tomputation
time (on GPU)Tgpy, and the message passing communication fligg, within
which we can distinguish a bandwidth dependent part (sgagslog(Nepu)) and
a latency dependent part (scalingraglog(Ngpu)); the latency is only relevant for a
downturn of efficiency for strong scaling at relatively langumberdNgpy. Starting
in the strong scaling curves from the dominant term at si@hl, there is a linearly
rising part in Fig. 1.2, just the force computation on GPUjlevthe turnover to a
flat curve is dominated by the time of MPI communication betwéhe computing
nodes —Typi.

To find a model for our measurements we use the ansatz

P = (total number of floating point operationd 1.2)

whereT is the computational wall clock time needed. For one bloek #te total
number of floating point operations j&s)N, wherey defines how many floating
point operations our particular Hermite scheme requiregpéeticle per step, and
we have

p_ YN _ YN (s (1.3)
© Ts aN(8)/Ngput B (Tiar+(8))10g(Ngpu)
whereTs is the computing time needed for one average block step ia (ad-
vancing(s) particles). The reader with interest in more detail how fbisnula can
be theoretically derived for general purpose parallel cotens is referred to Dor-
band et al. (2003)a, B and 14 are hardware time constants for the floating point
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calculation on GPU, for the bandwidth of the interconnectihare used for mes-
sage passing and its latency, respectively.

Our timing measurements are done for an integration overpbiysical time
unit in normalised unitst(= 1, which is equivalent to approximately one third of a
particle’s orbital crossing time at the half-mass radiss)ijt is more convenient to
multiply the enumerator and denominator of Eq. 1.3 with therage numbetn)
of steps required for an integration over a physical timéesicat is (n) O t/(dt),
where(dt) is the average individual time step. In a simple theoretiwadlel our code
should asymptotically scale with?, so we would expedt (s)(n) [ N?. However,
our measurements deliver a slightly less favourable nunigén) 0 N+, with
x = 0.31, a value in accord with results of Makino and Hut (1988)nt&ewe get
for the integration over one time unit:

y N2+X
T a N2+ /Ngpu+ B (Tiat -+ NT)10g(Ngpu)

The parametex = 0.31 is a particular result for our case of th8 érder HITS
and the particular initial model used for thebody system, Plummer’s model as in
Makino and Hut (1988)x is empirically determined from our timing measurements
as shown in Fig. 1.5. The parameters(3, y and 1y can as well be determined for
each particular hardware used. The timing formula can tleaisled to approximate
our code calculation “speed” for any other number of paticlGPU’s, or different
hardware parameters. For example, on the Mole-8.5 systersewethat for N =
10M particles if we are using 2000 GPU cards on the system peatxo getr 390
Tflops (compare Fig. 1.5). If we use our scaling formula fa thuch higher node-
to-node bandwidth of the Tianhe-1 system at Tianjin Supamding Center (this
is the number one supercomputer according to the Top5006flidbvember 2010,
with 7000 NVIDIA Fermi Tesla GPU’s and 160 Gbit/s node-tadedbandwidth)
we can possibly reach sustained performance of order Pegdafldis is subject of
future research.

To our knowledge the diredt-body simulation with six million bodies in the
framework of a so-called Aarseth style code (Hermite schétherder, hierarchi-
cal block time step, integrating an astrophysically reev@lummer model with
core-halo structure in density for a certain physical timsehe largest such simu-
lation which exists so far. However, the presently used|fgslPI-CUDA GPU
code ¢ GPU is on the algorithmic level of NBODY1 (Aarseth, 1999b)heugh
it is already strongly used in production, useful featuneshsas regularisation of
few-body encounters and an Ahmad-Cohen neighbour schehmadé and Cohen,
1973) are not yet implemented. Only with those the code wbelequivalent to
NBODY®6, which is the most efficient code for single workstas (Aarseth, 1999b,
2003), eventually with acceleration on a single node by ariero GPU'’s (work by
Aarseth & Nitadori, see NBODY®. NBODY6++ (Spurzem, 1999) is a massively
parallel code corresponding to NBODY6 for general purp@salfel computers. An
NBODY6++ variant using many GPU’s in a cluster is work in pregs. Such a code

P (1.4)

6 http://www.ast.cam.ac.uk/ ~sverre/web/pages/nbody.htm
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Fig. 1.5 Strong scaling for different problem sizes on Mole-8.5 clystech line corresponds to

a different problem size (particle number), which is givenhia key. The sequence of lines in the
plot corresponds to the sequence of lines in the key (from tdgtmm). Thicker lines with dots

or symbols are obtained from our timing measurements. Thinnersin@s the extrapolation for
largerNgpy and for largeiN according to our timing model. As one can see we reach 550 Gigaflop
per GPU card, in total on 512 GPU'’s about 280 Teraflops sustaimee performance for our code.
An extrapolation to 2000 GPU'’s shows we can reach 390 Teraflopglole-8.5 for ten million
particles.

could potentially reach the same physical integration fjwith same accuracy) us-
ing only one order of magnitude less floating point operatidiime NBODY6 codes
are algorithmically more efficient thapgGPU or NBODY1, because they use an
Ahmad-Cohen neighbour scheme (Ahmad and Cohen, 1973)hwhiuces the
total number of full force calculations needed again (inigolad to the individual hi-
erarchic time step scheme), i.e. the proportionality fiaictdront of the asymptotic
complexityN? is further reduced.

We have shown that our GPU clusters for the very favouralsectiN-body ap-
plication reach about one third of the theoretical peak dmeestained for a real
application code with individual block time steps. In theuie we will use larger
Fermi based GPU clusters such as the Mole-8.5 cluster atstieute of Process En-
gineering of Chinese Academy of Sciences in Beijing (IPEBYAnd more efficient
variants of our direcN-body algorithms; details of benchmarks and science igsult
and the requirements to reach Exascale performance, wililbished elsewhere.

1.6 Adaptive mesh refinement hydro simulations

The team at National Taiwan University has developed antagamesh-refinement
code name@GAMERto solve astrophysical hydrodynamic problems (Schive.et al
2010). The AMR implementation is based on constructing aahidy of grid
patches with an oct-tree data structure. The code adoptsrafgPU/GPU model,
in which both hydrodynamic and gravity solvers are impletedrinto GPU and the
AMR data structure is manipulated by CPU. For strong scatingsiderable speed-
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up is demonstrated for up to 128 GPU'’s, with excellent penfmmce shown in the
figures 1.6 and 1.7.

30
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Fig. 1.6 Performance speed-up of the GAMER code as a function of the nuofiliEPU’s, mea-
sured on the Beijing Lachu cluster. The test problem is a puratydmic cosmological simulation
of ACDM, in which the root-level resolution is 28&nd seven refinement levels are used, giv-
ing 32768 effective resolution. For each data point, we compare theopegnce by using the
same number of GPU’s and CPU cores. The blue circles and redl&ggasigow the timing results
with and without the concurrent execution between CPUs aPld'§ respectively. The maximum
speed-up achieved in the 128-GPU run is about 24.

More recently, the GAMER code is further optimised for supipg several di-
rectionally unsplit hydrodynamic schemes and the OpenM®Rllpéisation (Schive
et al., 2011, submitted). By integrating hybrid MPIl/Openid&allelisation with
GPU computing, the code can fully exploit the computing powe heterogeneous
CPU/GPU system. The figure 1.8 shows the performance bemklonahe Dirac
cluster at NERSC/LBNL. The maximum speed-ups achievedd3tGPU run are
71.4 and 18.3 as compared with the CPU-only single-core aad-gore perfor-
mances, respectively. Note that the 32-GPU speed-up diapg 42% mainly due
to the MPI communication and the relatively lower spatiadalation (and hence
higher surface/volume ratio) compared to that of the berackmerformed on the
Beijing Laohu cluster. This issue can be alleviated by iasireg the spatial resolu-
tion and also by overlapping communication with computatio
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Fig. 1.7 Fractions of time consumed in different parts of the GAMER cauguding the hydro-
dynamic solver ¢pen squares gravity solver filled square¥ coarse-grid data correctiongen

circles), grid refinementf{lled circley, computing time-stepopen triangley and MPI communi-
cation (illed triangleg. It shows that the MPI communication time even for large numb&mrif)’s

uses only a small percentage of time (order 1%), and hence thenglbthe able to scale well to
even much larger GPU numbers.
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Fig. 1.8 Performance speed-up of the latest GAMER code of 2011, measurtb@ @irac clus-
ter at NERSC/LBNL. The root-level resolution is Z58nd only four refinement levels are used.
The GPU performance is compared to that of CPU runs without Mpeand GPU acceleration.
Several optimisations are implemented in the fully optimised cod#uding the asynchronous
memory copy, the concurrent execution between CPU and GPUhardpenMP parallelisation.
The quad-core CPU performance is also shown for comparison.
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1.7 Physical multi-scale discrete simulation at IPE

Discrete simulation is, in a sense, more fundamental amigstforward as com-
pared to other numerical methods based on continuum madets the world is
naturally composed of particles at very small and largeescaluch as fundamental
particles, atoms and molecules on one hand and stars anikgada the other hand.
However, continuum methods are traditionally consideredeefficient as each el-
ement in these methods presents a statistically enough eruaflparticles. This
faith has changed in recent years with the dramatic devedopiof parallel com-
puting. It turns out that, although the peak performanceafdllel) supercomputer
is increasing at a speed higher than the Moore’s law, thaisiadtle performance
of most numerical softwares is far behind it, sometimes @elyeral percent of it,
and the percentage decreases with system scale inevitdi#dycomplex data de-
pendence and hence communication overheads inherent &iramatinuum based
numerical methods presents a major cause of this ineffigciand poor scalabil-
ity. In comparison, discrete simulation methods, such agoutar dynamics (MD)
simulations, dissipative particle dynamics (DPD), la&toltzmann method (LBM),
discrete particle methods (DEM) and smoothed particledgyginamics (SPH), etc.,
heavily rely on local interactions and their algorithms iateerently parallel. To fi-
nal analysis, this is rooted in the physical parallelismhaf physical model behind
these methods. It is worthy of mention that, coarse graietigtes, such DPD and
PPM (pseudo-particle modelling; Ge and Li, 2003a) are nguabke of simulating
apparently continuous systems at a computational co$t tmmparable to contin-
uum methods and macro-scale particle methods, such SPH aRéPM (macro-
scale pseudo-particle modeling; Ge and Li, 2001, 2003bptsmbe understood as
special kind of numerical discretising of continuum models

In recent years, with the flourish of many-core computindghtetogy, such as
the use of GPU's (graphic processing unit) for scientific andineering comput-
ing, this virtue of discrete methods is best demonstratetifarther explored. A
general model for many-core computing of discrete methedslivide and con-
quer”. A naive implementation is to decompose the computedain into many
sub-domains, which are then assigned to different procgdeo parallel comput-
ing of particle-particle interactions and movements. Ts&gnment changes as the
physical location of transfer from one sub-domain to anot@®mmunications,
therefore, only occur at neighbouring sub-domains. Masttical implementations,
however, use more advance techniques, such as dynamicateatb, and mono-
tonic Lagrangian grid (MLG; Lambrakos and Boris, 1987), tmimise the wait-
ing and communication among different processors. Witlicheprocessor, each
pair of particle-particle interactions and each partstigte updating are also paral-
lel in principle, which can be carried out by each core of ttecpssors. Currently,
most many-core processes, like GPU'’s, are still workingee@ernal device to the
central processing unit (CPU), so data copy between the mamory and device
memory is still necessary, and the communication betweeanyfoare processors
across different computing nodes is routed by CPUs. Cormb@RU-GPU com-
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puting mode is under development, which may further redhisedommunication
overhead.

Some of the discrete simulation work carried out at Insitot Process Engi-
neering (IPE), Chinese Academy of Sciences (CAS) using GPGIRas been in-
troduced in a Chinese monograph (Chen et al., 2009) and seatrpublications,
they have covered molecular dynamics simulation of muiage micro- and nano-
flow (Chen et al., 2008), polymer crystallisation (Xu et 2009) and silicon crystal,
CFD (computational fluid dynamics) simulation of cavity fl¢kr et al., 2009) and
gas-solid suspension, etc. All the simulations introduakdve have been carried
out on the multi-scale HPC systems established at IPE. Tétesfistem, Mole-9.7,
put into use on Feb. 18, 2008, consists of 120 HP xw8600 watiksis, each in-
stalled 2 Nvidia Tesla C870 GPGPU cards and 2 Intel Xeon 5430<C reached
a peak performance of 120 Teraflops in single precision. Vetem is connected
by an all-to-all switch together with a 2D torus topology afjébit Ethernet which
speeds up adjacent communication dominated in discretalations. Its succes-
sor, Mole-8.7 is announced on Apr. 20, 2009 as the first sopgpater of China
with 1.0 Petaflops peak performance in single precision KGHeal., 2009). Both
Nvidia and AMD GPU are integrated in this system. The desigmihilosophy is
the consistency among hardware, software and the probtebesdolved, based on
the multi-scale method and discrete simulation approadbesloped at IPE. The
system has nearly 400 nodes connected by Gigabit EtherdeDBIR Infiniband
network.

Then in 2010, IPE built the new system-Mole-8.5, which isfthet GPU cluster
using Fermi in the world. With the powerful computationatwarce of Mole-8.5
and the multi-scale software developed by IPE, severatlscgle applications have
been successfully run on Mole-8.5:

e A MD simulation of dynamic structure of a whole H1N1 influenzigion in
solution is simulated at the atomic level for the first timéeTsimulation sys-
tem includes totally 300 million atoms in a periodic cubehnétdge length of
148.5nm. Using 288 nodes with 1,728 Fermi Tesla C2050, telation pro-
ceeds at 770ps/day with an integration time step of 1fs (>al.e2010b).

e A quasi realtime DEM simulation of an industrial rotatingudr, the size of
which is 13.5 m long by 1.5 m in diameter, is performed. Theusation system
contains about 9.6 million particles. Nearly 1/11 real shisexchieved using 270
GPU'’s together with online visualization (Xu et al., 2010a)

e Large scale direct numerical simulations of gas-solid fasition have been car-
ried out, with systems of about 1 million solid particles dnglga fluid particles
in 2D using 576 GPU's, and of about 100 thousand solid partcid 0.4 giga
fluid particles in 3D using 224 GPU’s. The largest system weshan utilizing
1728 GPU'’s with an estimated performance of 33 Teraflops ubltoprecision
(Xiong and et al., 2010).

e Alarge-scale parallel molecular dynamics simulation n§&-crystalline silicon
nano wire containing about 1.5 billion silicon atoms withmpebody potential is
conducted using 1500 GPU cards with a performance of abauf@eaflops in
single precision (Hou and Ge, 2011).
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1.8 Discussion and conclusions

We have presented exemplary implementations of paralt<asing many graph-
ical processing units as accelerators, so combining megsagsing parallelisation
with many-core parallelisation and discussed their bermcksusing up to 512
Fermi Tesla GPU’s in parallel, mostly on the Mole-8.5 hardaaf the Institute
of Process Engineering of Chinese Academy of Sciences QIRE) in Beijing,
but also on the Laohu Tesla C1070 cluster of the Nationalohstmical Observa-
tories of CAS in Beijing and smaller clusters in Germany amdtédl States. For
direct high-accuracy gravitating-body simulations we discussed how self-gravity,
because it cannot be shielded, generates inevitably stratiirscale structures in
space and time, spanning many orders of magnitude. Thisresgspecial codes,
which nevertheless scale with a high efficiency on GPU ctest&lso we present
an adaptive mesh hydrodynamical code including a gravitsesaising Fast Fourier
Transformation and relaxation methods and physical algos used for multi-scale
flows with particles. So our codes are examples that it isiples® reach the sub-
Petaflops scale in sustained speed for realistic applicabftware with large GPU
clusters. Whether our programming models can be scaled ujtime hardware
and the Exaflops scale, however, remains yet to be studied.

1.9 Acknowledgments

Chinese Academy of Sciences (CAS) has supported this woik Wigiting Pro-

fessorship for Senior International Scientists, Grant Kem2009S1-5 (RS), and
National Astronomical Observatores of China (NAOC/CASbptlgh the Silk Road
Project (RS, PB, JF partly). Institute of Process Engimge(IPE/CAS) and the
High Performance Computing Center at NAOC/CAS acknowlefitgencial sup-

port by Ministry of Finance under the grant ZDYZ2008-2 foe thupercomputers
Mole-8.5 and Laohu, used for simulations of this paper. R&RB want to thank
Xue Suijian for valuable advice and support. We thank thepaer system support
team at NAOC (Gao Wei, Cui Chenzhou) for their support to heiltaohu cluster.

We gratefully acknowledge computing time on the Dirac @usf NERSC/LBNL
in Berkeley and thank Hemant Shukla, John Shalf, Horst Sifooproviding the
access to this cluster and for cooperation in the Internati€enter of Computa-
tional Sciencé, as well as the helpful cooperation of Guillermo Marcus, faas
Kugel, Reinhard Mnner, Robi Banerjee and Ralf Klessen in the GRACE and Fron-
tier Projects at University of Heidelberg (at ZITI and ITAXH).

Simulations were also performed on the GRACE supercomggtants /80
041-043 and 1/81 396 of the Volkswagen Foundation and 823843B/30 and /36
of the Ministry of Science, Research and the Arts of Badeirtt®mberg) and the
Kolob cluster funded by the Frontier Project at UniversifyHeidelberg. PB ac-

7 http:/ficcs.lbl.gov



20 Rainer Spurzem et al.

knowledges the special support by the NAS Ukraine under tamMstronomical
Observatory GRAPE/GRID computing cluster profe@.B.’s studies are also par-
tially supported by the program Cosmomicrophysics of NASditke. The Kolob
cluster and IB have been funded by the excellence funds dfttinersity of Hei-
delberg in the Frontier scheme. Though our parallel GPU ¢@denot yet reached
the perfection of standard NBODY6, we want to thank Sverres@ih for providing
his codes freely and teaching many generations of studemtgduse it and adapt
it to new problems. This has helped and guided the authoramymespects.

References

S. J. Aarseth. Star Cluster Simulations: the State of the S¢lestial Mechan-
ics and Dynamical Astronomy’3:127-137, January 1999a. doi: 10.1023/A:
1008390828807

S. J. Aarseth. From NBODY1 to NBODY6: The Growth of an IndystiPub-
lications of the Astronomical Society of the Pagifid1:1333-1346, November
1999b. doi: 10.1086/316455.

S. J. Aarseth. Gravitational N-Body Simulations Cambridge University Press,
Cambridge, UK, November 2003.

A. Ahmad and L. Cohen. A numerical integration scheme forNhleody grav-
itational problem. Journal of Computational Physic42:389-402, 1973. doi:
10.1016/0021-9991(73)90160-5.

K. Akeley, H. Nguyen, and NvidiaGPU Gems 3 Addison-Wesley Professional,
2007.

J. Barnes and P. Hut. A hierarchical O(N log N) force-caltiafaalgorithm.Nature
324:446-449, December 1986. doi: 10.1038/324446a0.

B. R. Barsdell, D. G. Barnes, and C. J. Fluke. Advanced Aectitres for Astro-
physical SupercomputingArXiv e-prints January 2010.

R. G. Belleman, J. Bdorf, and S. F. Portegies Zwart. High performance di-
rect gravitational N-body simulations on graphics progessnits Il: An im-
plementation in CUDA. New Astronomy13:103-112, February 2008. doi:
10.1016/j.newast.2007.07.004.

P. Berczik, D. Merritt, and R. Spurzem. Long-Term EvolutiminMassive Black
Hole Binaries. Il. Binary Evolution in Low-Density GalaxieThe Astrophysical
Journal 633:680-687, November 2005. doi: 10.1086/491598.

P. Berczik, D. Merritt, R. Spurzem, and H.-P. Bischof. E#iti Merger of Bi-
nary Supermassive Black Holes in Nonaxisymmetric GalaXies Astrophysical
Journal Letters642:L.21-L24, May 2006. doi: 10.1086/504426.

P. Berczik, N. Nakasato, I. Berentzen, R. Spurzem, G. Mar@usLienhart,
A. Kugel, R. Maenner, A. Burkert, M. Wetzstein, T. Naab, Hs§faez, and S. B.
Vinogradov. Special, hardware accelerated, parallel S&d¢ dor galaxy evo-

8 http://www.mao.kiev.ua/golowood/eng/



1 Accelerated Many-Core GPU computing on Three Continents 21

lution. In"SPHERIC - Smoothed Particle Hydrodynamics European Rekea
Interest Community’,.pages 5—+, 2007.

P. Berczik, K. Nitadori, T. Hamada, and R. Spurzem. The Rar&PU N-Body
Code¢GPU .in preparation 2011.

I. Berentzen, M. Preto, P. Berczik, D. Merritt, and R. Spunzédinary Black Hole
Merger in Galactic Nuclei: Post-Newtonian Simulatiofbe Astrophysical Jour-
nal, 695:455—-468, April 2009. doi: 10.1088/0004-637X/6985F.

F. Chen, W. Ge, and J. Li. Molecular dynamics simulation ahptex multiphase
flows - Test on a GPU based cluster with customized networl8eg China, Ser.
B, 38:1120-1128, 2008.

F. Chen, W. Ge, L. Guo, X. He, B. Li, J. Li, X. Li, X. Wang, and Xuan. Multi-
scale HPC system for multi-scale discrete simulation. praent and applica-
tion of a supercomputer with 1Petaflop/s peak performannigle precision.
Particuology 7:332—-335, 2009.

H. M. P. Couchman, P. A. Thomas, and F. R. Pearce. Hydra: aptidaMesh
Implementation of P 3M-SPHThe Astrophysical Journa#t52:797—+, October
1995. doi: 10.1086/176348.

Y. Cui, Y. Chen, and H. Mei. Improving performance of matrixltiplication and
FFT on GPU15th International Conference on Parallel and Distribu@gstems
729:13—+, 12 2009. doi: 10.1109/ICPADS.2009.8. URtp://sei.pku.
edu.cn/ -~ cyflicpads09.pdf

W. Dehnen. A Very Fast and Momentum-conserving Tree Cdtie. Astrophysical
Journal Letters536:L.39-L42, June 2000. doi: 10.1086/312724.

W. Dehnen. A Hierarchical O(N) Force Calculation Algorithdournal of Compu-
tational Physics179:27-42, June 2002. doi: 10.1006/jcph.2002.7026.

E. N. Dorband, M. Hemsendorf, and D. Merritt. Systolic angérysystolic al-
gorithms for the gravitational N-body problem, with an dpation to Brown-
ian motion. Journal of Computational Physic485:484-511, March 2003. doi:
10.1016/S0021-9991(02)00067-0.

G. Egri, Z. Fodor, C. Hoelbling, S. Katz, D. Nogradi, and KaBa. Lattice QCD as
a video gameComputer Physics Communicatioi§7:631-639, October 2007.
doi: 10.1016/j.cpc.2007.06.005.

M. Fellhauer, P. Kroupa, H. Baumgardt, R. Bien, C. M. Boily, $purzem, and
N. Wassmer. SUPERBOX - an efficient code for collisionlesaga& dynam-
ics. New Astronomy5:305—-326, September 2000. doi: 10.1016/S1384-1076(00)
00032-4.

T. Fukushige, J. Makino, and A. Kawai. GRAPE-6A: A Singler€&RAPE-6 for
Parallel PC-GRAPE Cluster SystemBublications of the Astronomical Society
of Japan 57:1009-1021, December 2005.

W. Ge and J. Li. Macao-scale pseudo-particle modeling faighe-fluid systems.
Chin. Sci. Bull, 46:1503-1507, 2001.

W. Ge and J. Li. Macro-scale Phenomena Reproduced in MiopisSystems-
Pseudo-Particle Modeling of FludizatioBhem. Eng. Sci58:1565—-1585, 2003a.

W. Ge and J. Li. Simulation of particle-fluid systems with mmascale pseudo-
particle modelingPowder Technol.137:99-108, 2003b.



22 Rainer Spurzem et al.

L. Greengard and V. Rokhlin. A fast algorithm for particlensilations. Jour-
nal of Computational Physics73:325-348, December 1987. doi: 10.1016/
0021-9991(87)90140-9.

A. Gualandris and D. Merritt. Ejection of Supermassive Rlales from Galaxy
Cores. The Astrophysical Journal678:780—797, May 2008. doi: 10.1086/
586877.

T. Hamada and T. litaka. The Chamomile Scheme: An Optimiziggithm for
N-body simulations on Programmable Graphics Processints UArXiv Astro-
physics e-printsMarch 2007.

S. Harfst, A. Gualandris, D. Merritt, R. Spurzem, S. Porsgiwart, and P. Berczik.
Performance analysis of direct N-body algorithms on spguigpose supercom-
puters.New Astronomy12:357-377, July 2007. doi: 10.1016/j.newast.2006.11.
003.

R. W. Hockney and J. W. Eastwoo@omputer simulation using particle8ristol:
Hilger, 1988.

C. Hou and W. Ge. GPU-accelerated molecular dynamics stioaolaf solid cova-
lent crystals.Molecular Simulationsubmitted, 2011.

W.-M-W. Hwu. GPU Computing GemsMorgan Kaufman Publ. Inc., February
2011.

T. Ishiyama, T. Fukushige, and J. Makino. GreeM: Massivalsakel TreePM Code
for Large Cosmological N -body SimulationBublications of the Astronomical
Society of Japar61:1319—, December 2009.

A. Just, F. M. Khan, P. Berczik, A. Ernst, and R. Spurzem. Dwical friction of
massive objects in galactic centrdhe Monthly Notices of the Royal Astronomi-
cal Society411:653-674, February 2011. doi: 10.1111/j.1365-29B8217711.
X.

S. Komossa, V. Burwitz, G. Hasinger, P. Predehl, J. S. Kaaatrd Y. Ikebe. Dis-
covery of a Binary Active Galactic Nucleus in the Ultraluroirs Infrared Galaxy
NGC 6240 Using ChandraThe Astrophysical Journal Letter§82:L15-L19,
January 2003. doi: 10.1086/346145.

S. G. Lambrakos and J. P. Boris. Geometric Properties of tbadtbnic La-
grangian Grid Algorithm for Near Neighbor Calculation®ournal of Computa-
tional Physics73:183—+, November 1987. doi: 10.1016/0021-9991(87)964.

K.J. Lee, N. Wex, M. Kramer, B. W. Stappers, C. G. Bassa, GaHssen, R. Karup-
pusamy, and R. Smits. Gravitational wave astronomy of sisglurces with a
pulsar timing arrayArXiv e-prints March 2011.

B. Li, X. Li, Y. Zhang, F. Chen, J. Xu, X. Wang, X. He, J. Wang, @&k, and J. Li.
Lattice Boltzmann simulation on Nvidia and AMD GPUE€hin. Sci. Bull, 54:
3178-3185, 2009.

D. Lynden-Bell and R. Wood. The gravo-thermal catastroptisathermal spheres
and the onset of red-giant structure for stellar systefritsee Monthly Notices of
the Royal Astronomical Societ}38:495—+, 1968.

J. Makino. A Modified Aarseth Code for GRAPE and Vector Preoes. Proceed-
ings of Astronomical Society of Japat8:859—-876, December 1991.



1 Accelerated Many-Core GPU computing on Three Continents 23

J. Makino. A Fast Parallel Treecode with GRAHEIblications of the Astronomical
Society of Japarb6:521-531, June 2004.

J. Makino and S. J. Aarseth. On a Hermite integrator with Ati@ahen scheme
for gravitational many-body problem&ublications of the Astronomical Society
of Japan 44:141-151, April 1992.

J. Makino and P. Hut. Performance analysis of direct N-baalgutations. The
Astrophysical Journal Supplement Seyig8:833—856, December 1988. doi: 10.
1086/191306.

J. Makino, T. Fukushige, M. Koga, and K. Namura. GRAPE-6: $i\sdy-Parallel
Special-Purpose Computer for Astrophysical Particle $tmns. Publications
of the Astronomical Society of Japas5:1163-1187, December 2003.

K. Nitadori and J. Makino. Sixth- and eighth-order Hermitéegrator for N-body
simulations.New Astronomy13:498-507, October 2008. doi: 10.1016/j.newast.
2008.01.010.

S. Pasetto, E. K. Grebel, P. Berczik, C. Chiosi, and R. Spurz©rbital evolu-
tion of the Carina dwarf galaxy and self-consistent deteation of star for-
mation history. Astronomy & Astrophysics525:A99+, January 2011. doi:
10.1051/0004-6361/200913415.

F. R. Pearce and H. M. P. Couchman. Hydra: a parallel adagtidecode. New
Astronomy2:411-427, November 1997. doi: 10.1016/S1384-1076(286-0.

S. F. Portegies Zwart, R. G. Belleman, and P. M. Geldof. Higlformance direct
gravitational N-body simulations on graphics processinigsu New Astronomy
12:641-650, November 2007. doi: 10.1016/j.newast.2@E002.

M. Preto, I. Berentzen, P. Berczik, and R. Spurzem. Fastesoahce of mas-
sive black hole binaries from mergers of galactic nucleiplications for low-
frequency gravitational-wave astrophysigsXiv e-prints February 2011.

H.-Y. Schive, Y.-C. Tsai, and T. Chiueh. GAMER: A Graphic Bessing Unit Ac-
celerated Adaptive-Mesh-Refinement Code for Astrophygisgophysical Jour-
nal Supplement Serie$86:457—-484, February 2010. doi: 10.1088/0067-0049/
186/2/457.

H.-Y. Schive, U.-H. Zhang, and T. Chiueh. Directionally phsHydrodynamic
Schemes with Hybrid MP1/OpenMP/GPU Parallelization in AMFhe Interna-
tional Journal of High Performance Computing Applicatip@811, submitted.

V. Springel. The cosmological simulation code GADGETH#onthly Notices of
the Royal Astronomical Society64:1105-1134, December 2005. doi: 10.1111/
j-1365-2966.2005.09655.X.

R. Spurzem. Direct N-body Simulationgournal of Computational and Applied
Mathematics109:407-432, September 1999.

R. Spurzem, P. Berczik, G. Hensler, C. Theis, P. Amaro-Sgoléin Freitag, and
A. Just. Physical Processes in Star-Gas SystPuoiglications of the Astronomical
Society of Australia21:188-191, 2004. doi: 10.1071/AS04028.

R. Spurzem, P. Berczik, |. Berentzen, D. Merritt, N. Nakasdd. M. Adorf,

T. Brisemeister, P. Schwekendiek, J. Steinacker, J. Wambs@aM3,Martinez,
G. Lienhart, A. Kugel, R. Mnner, A. Burkert, T. Naab, H. Vasquez, and M. Wet-
zstein. From Newton to Einstein N-body dynamics in galanticlei and SPH



24 Rainer Spurzem et al.

using new special hardware and astrogridddurnal of Physics Conference Se-
ries, 78(1):012071—+, July 2007. doi: 10.1088/1742-6596/0&/2071.

R. Spurzem, I. Berentzen, P. Berczik, D. Merritt, P. Amaem&ne, S. Harfst, and
A. Gualandris. Parallelization, Special Hardware and f&sttonian Dynamics
in Direct N - Body Simulations. In S. J. Aarseth, C. A. Tout, &R Mardling,
editor,The Cambridge N-Body Lecturamlume 760 oL ecture Notes in Physics,
Berlin Springer Verlagpages 377—+, 2008. doi: 10.1007/978-1-4020-8435.7

R. Spurzem, P. Berczik, G. Marcus, A. Kugel, G. Lienhart,dréhtzen, R. Mnner,
R. Klessen, and R. Banerjee. Accelerating Astrophysicaidha Simulations
with Programmable Hardware (FPGA and GPQpomputer Science - Research
and Development (CSR[™®3:231-239, 2009.

R. Spurzem, P. Berczik, K. Nitadori, G. Marcus, A. Kugel, Raiher, |. Berentzen,
R. Klessen, and R. Banerjee. Astrophysical Particle Sitimra with Custom
GPU Clusters.10th IEEE International Conference on Computer and Informa
tion Technologypage 1189, 2010. doi: 10.1109/CIT.2010.215. URtp:
/ldoi.ieeecomputersociety.org/10.1109/CIT.2010.215

R. Spurzem, P. Berczik, T. Hamada, K. Nitadori, G. MarcusKégel, R. l\/bnner
I. Berentzen, J. Fiestas, R. Banerjee, and R. Klessen. gtstsical Particle Simu-
lations with Large Custom GPU clusters on three continéntsrnational Super-
computing Conference ISC 2011, Computer Science - Resaadddevelopment
(CSRD) accepted for publication, 2011.

A. C. Thompson, C. J. Fluke, D. G. Barnes, and B. R. Barsdelaflop per second
gravitational lensing ray-shooting using graphics precesunits. New Astron-
omy, 15:16-23, January 2010. doi: 10.1016/j.newast.2009105.

P. Wang and T. Abel. Magnetohydrodynamic Simulations ok[Bslaxy Forma-
tion: The Magnetization of the Cold and Warm Mediufie Astrophysical Jour-
nal, 696:96-109, May 2009. doi: 10.1088/0004-637X/696/1/96.

P. Wang, T. Abel, and R. Kaehler. Adaptive mesh fluid simafeion GPU.New
Astronomy 15:581-589, October 2010a. doi: 10.1016/j.newast.A@0Q02.

X. Wang, W. Ge, X. He, F. Chen, Li Guo, and J. Li. Developmert application
of a HPC system for multi-scale discrete simulation — Malg-8nternational
Supercomputing Conference ISCIQne 2010b.

H.-C. Wong, U.-H. Wong, X. Feng, and Z. Tang. Efficient maghgtrodynamic
simulations on graphics processing units with CUDArXiv e-prints August
2009.

Q. Xiong and et al. Large-Scale DNS of Gas-Solid Flow on M&le- Chemical
Engineering Sciencesubmitted, 2010.

G. Xu. A New Parallel N-Body Gravity Solver: TPMAstrophysical Journal Sup-
plement Serie98:355—+, May 1995. doi: 10.1086/192166.

J. Xu, Y. Ren, X. Yu, X. Yang, and J. Li. Molecular Dynamics Siation of Macro-
molecules Using Graphics Processing UMbl. Simul., submitted2009.

J. Xu, H. Qi, X. Fang, W. Ge, and et al. Quasi-realtime siniafabf rotating drum
using discrete element method with parallel GPU computifarticulogy, in
press, 2010a.



1 Accelerated Many-Core GPU computing on Three Continents 25

J. Xu, X. Wang, X. He, Y. Ren, W. Ge, and J. Li. Application o&tMole-8.5
supercomputer — Probing the whole influenza virion at thenatdevel. Chinese
Science Bulletinin press, 2010b.

J. Yang, Y. Wang, and Y. ChenJournal of Computational Physic821:799, 2007.

K. Yasuda. .Journal of Computational Chemistr29:334, 2007.

R. Yokota and L. Barba. Treecode and fast multipole methotlfbody simulation
with CUDA. ArXiv e-prints October 2010.

R. Yokota, J. P. Bardhan, M. G. Knepley, L. A. Barba, and T. ldden Biomolec-
ular electrostatics using a fast multipole BEM on up to 512J8Rnd a billion
unknowns.ArXiv e-prints July 2010.

K. Yoshikawa and T. Fukushige. PPPM and TreePM Methods on RBR8ystems

for Cosmological N-Body Simulation®ublications of the Astronomical Society
of Japan 57:849-860, December 2005.






Glossary

Genetic regulatory network A network of genes, RNAs, proteins, metabolites,
and their mutual regulatory interactions.

Genome-scaleThe characterization of a of biological function and cormgrus on
spanning the genome of the respective organism, i.e.,pocation/consideration of
all known associated components encoded in the organisnusrge

Hill function In biochemistry, the binding of a ligand to a macromolecusles-
ferred to ascooperative bindingThe Hill function (or Hill equation) is used to
describe this effect. It is defined gs= K[x"/(1+ K[x"), wherey, the fractional
saturation, is the fraction of the total number of bindingsioccupied by the lig-
and,[X] is the free (unbound) ligand concentratishis a constant, andis the Hill
coefficient.

Integrative spatial systems biology An emergent field in systems biology that
deals with the necessary integration of spatial propeirtiesintegrative biology.

Law of mass action In chemistry, the law of mass action states that the rate of
a chemical reaction is directly proportional to the molecwdoncentrations of the
reacting substances. The law of mass action covers thelequit as well kinetic
aspects (reaction rates) of chemical reactions.

Model reduction The approximation of a model of a complex (non-linear) dynam
ical systems, with the aim of obtaining a simplified model flseeasier to analyze
but preserves essential properties of the original model.

Ordinary differential equation In chemical kinetic theory, the interactions be-
tween species are commonly expressed using ordinaryefiffief equations (ODES).
An ODE is a relation that contairfianctionsof only one independent variable (typ-
ically t), and one or more of its derivatives with respect to thatalde. The or-
der of an ODE is determined by the highest derivative it dostéfor example,
a first-order ODE involves only the first derivative of the ¢tion). The equation
5x(t) +x(t) = 17 is an example of a first-order ODE involving the independari-
ablet, a function of this variable(t), and a derivative of this functiom(t). Since a
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derivative specifies a rate of change, such an equatiors$tatea function changes
but does not specify the function itself. Given sufficieritiah conditions, various

methods are available to determine the unknown functioe. difierence between
ordinary differential equations and partial differentjuations is that partial dif-
ferential equations involve partial derivatives of seVeeaiables.

Partial differential equation Is similar to anordinary differential equatiomxcept
that it involves functions with more than one independeniatge.

Sensitivity analysis An important tool to study the dependence of systems on their
parameters. Sensitivity analysis helps to identify the@ameters that have signif-
icant impact on the system output and capture the essehtahcteristics of the
system. Sensitivity analysis is particularly useful fomgaex biological networks
with a large number of variables and parameters.



